Abstract
Learning control has become an appealing alternative to the derivation of control laws based on classic control theory. However, a major shortcoming of learning control is the lack of performance guarantees which prevents its application in many real-world scenarios. As a step in this direction, we provide a stability analysis tool for controllers acting on dynamics represented by Gaussian processes (GPs). We consider arbitrary Markovian control policies and system dynamics given as (i) the mean of a GP, and (ii) the full GP distribution. For the first case, our tool finds a state space region, where the closed-loop system is provably stable. In the second case, it is well known that infinite horizon stability guarantees cannot exist. Instead, our tool analyzes finite time stability. Empirical evaluations on simulated benchmark problems support our theoretical results.

1. Introduction
Learning control based on Gaussian process (GP) forward models has become an established approach in the machine learning and control theory communities. Many successful applications impressively demonstrate the efficiency of this approach (Deisenroth et al., 2015; Engel et al., 2006; Pan & Theodorou, 2014; Kocijan et al., 2004; Klenke et al., 2013; Maciejowski & Yang, 2013; Nguyen-Tuong & Peters, 2011). In contrast to classic control theory methods, learning control does not presuppose a detailed understanding of the underlying dynamics but tries to infer the required information from data. Thus, only very little expert knowledge about the system dynamics is required and fewer assumptions, such as a parametric form and parameter estimates, must be made. Employing GPs as forward models for learning control is particularly appealing since GPs incorporate uncertainty about the system dynamics.

Unfortunately, performance guarantees do rarely exist for system dynamics and policies learned from data. An important type of performance guarantee is (asymptotic) stability. A stability region in the state space ensures that all trajectories starting in this region converge to the target. Classic control theory offers a rich variety of stability analysis, e.g., for linear, nonlinear, and stochastic systems (Khalil, 2014; Skogestad & Postlethwaite, 2005; Kushner, 1967; Khasminskii & Milstein, 2011). However, to our best knowledge, no stability guarantees exist for GP based control. Thus, in contrast to classic control theory, there is no means to assess the effect of a controller on closed-loop structures with GP forward models. This major shortcoming prevents application of learned controllers in many real-world scenarios.

As a contribution to overcome this drawback, we present a tool to check the stability of learned policies for GP closed-loop control systems. Two types of dynamics are considered in this paper: dynamics given as (i) the mean of a GP, and (ii) the full GP distribution. While the first case results in a deterministic system, uncertainty is present in the second case. The notions of stability from deterministic analysis do not apply here. Especially when uncertainty is unbounded,
While this approach applies even to nonlinear dynamics, it remains crucial for the proposed uncertainty propagation method. We believe that this paper is one of the first steps towards the theoretical stability analysis for control of probabilistic models learned from data. The presented tool can provide stability guarantees for many existing learning control approaches based on GPs. The paper will be organized as follows: first, we briefly review related work and introduce the problem to be addressed. Section 2 provides necessary background for the stability analysis. In sections 3 and 4, a tool to check stability of closed-loop control with a GP system model is introduced. Section 5 provides empirical evaluations on benchmark control tasks. A conclusion is given in Section 6.

1.1. Related Work

To date, only very few special cases of system dynamics and policies learned from data have been analyzed with respect to stability. For example, (Perkins & Barto, 2003; Nakanishi et al., 2002) analyze the scenario of an agent switching between given safe controllers. In (Kim & Ng, 2005), stability is monitored while learning control for the special case of a linear controller and linear dynamics. To our best knowledge, stability analysis for probabilistic models, such as GPs, and arbitrary policies has not been addressed so far.

In classic control theory, the first formal analysis of closed-loop dynamics dates back to the 19th century (Routh, 1877; Hurwitz, 1895; Lyapunov, 1992). Lyapunov’s approach allows to analyze stability for nonlinear systems $\dot{x} = f(x)$. It studies the system behavior around equilibrium points, i.e., points, where all derivatives $\dot{x}$ of the state vanish and the system comes to a hold. An equilibrium point $x_e$ is stable, if for every $\varepsilon > 0$ there exists $\delta > 0$ such that $\|x(t) - x_e\| < \varepsilon$ for every solution $x(t)$ of the differential equation with $\|x(t_0) - x_e\| < \delta$. The equilibrium point is asymptotically stable, if it is stable and $\delta$ can be chosen such that $\|x(t) - x_e\| \to 0$ as $t \to \infty$, cf. (Khalil, 2014). Stability of $x_e$ follows directly from the existence of a Lyapunov function. While this approach applies even to nonlinear dynamics, it is not constructive and no general method exists.

For consideration of uncertainty in the dynamics, stochastic differential equations (SDEs) have been introduced (Adomian, 1983). SDEs are differential equations where some terms are stochastic processes. In the presence of uncertainty, $x_e$ is stable in probability, if for every $\varepsilon > 0$ and $p > 0$, there exists $\delta > 0$ such that $P\{\|x(t) - x_e\| > \varepsilon\} < p$ for $t > t_0$ and solutions $x(t)$ with $\|x(t_0) - x_e\| < \delta$. Furthermore, $x_e$ is asymptotically stable in probability, if it is stable in probability and $P\{\|x(t) - x_e\| > \varepsilon\} \to 0$ for a suitable $\delta$, cf. (Khasminskii & Milstein, 2011). Stability follows from the existence of a supermartingale, a stochastic Lyapunov function analogue. However, supermartingales exist only under noise constraints. Relaxing the supermartingale criterion allows for stability statements for a finite time horizon, cf. (Kushner, 1966; Steinhardt & Tedrake, 2012).

1.2. Problem Statement

The goal of this paper is to provide a tool to analyze stability of a closed-loop structure when the dynamics model is given as a GP, see Figure 1. As inputs, our tool expects a control policy and a GP dynamics model. It checks the stability of the corresponding closed-loop structure and returns a stability region. Trajectories starting in this region are guaranteed to converge to the target (in probability). Subsequently, we discuss the different components of the tool in more detail.

We consider controllers, which depend only on the current state and are differentiable with respect to the state. The dynamics model is given as a GP with squared exponential covariance function. Our analysis generalizes to many other kernel choices, but this will not be discussed in this paper. We consider a discrete-time system $x^{(t+1)} = f(x^{(t)}, u^{(t)})$ with $x^{(t)} \in \mathbb{R}^D$, $u^{(t)} \in \mathbb{R}^F$, $t = 1, 2, \ldots$ and a controller $\pi : \mathbb{R}^D \to \mathbb{R}^F$, whose objective is to move the system to a desired state $x^d$, see Figure 2. In this paper, we study two possible cases for the dynamics $f$: (i) the mean of a GP and (ii) the full GP predictive distribution. Note, that in the second case, distributions have to be propagated through the GP resulting in non-Gaussian state distributions.

2. Preliminaries

In this section, we introduce basic concepts for the proposed stability analysis. First, we briefly discuss Gaussian process regression, as GPs are employed to describe the considered dynamics. Second, numerical quadrature is introduced, as it is crucial for the proposed uncertainty propagation method.
2.1. Gaussian Process Regression

Given noisy observations \( \mathcal{D} = \{(z^i, y^i = f(z^i) + \varepsilon) | 1 \leq i \leq N \} \), where \( \varepsilon \sim \mathcal{N}(0, \sigma^2_e) \), the prior on \( f \) is \( \mathcal{N}(0, K(Z, Z) + \sigma^2_n I) \). The covariance matrix \( K(Z, Z) \) is defined by the squared exponential kernel
\[
k(z, w) = \sigma^2_f \exp(-1/2(z - w)^T \Lambda^{-1}(z - w)),
\]
with signal variance \( \sigma^2_f \) and squared lengthscales \( \Lambda = \text{diag}(l_1^2, \ldots, l_D^2) \) for all input dimensions. Given a query point \( z_s \), the conditional probability of \( f(z_s) \) is
\[
f(z_s) | \mathcal{D} \sim \mathcal{N}(k(z_s, Z)\beta, k(z_s, z_s) - k(z_s, Z)(K(Z, Z) + \sigma^2_n I)^{-1}k(z_s, Z))
\]
with \( \beta = (K(Z, Z) + \sigma^2_n I)^{-1}y \). The hyperparameters \( \sigma^2_n, \sigma^2_f, \Lambda \) are estimated by maximizing the log marginal likelihood of the data (Rasmussen & Williams, 2005).

In this paper, \( f \) models system dynamics. It takes state-action pairs \( z = (x, u)^T \) and outputs successor states \( f(x, u) \). As these outputs are multivariate, we train conditionally independent GPs for each output dimension. We write \( \sigma^2_{n,m}, \sigma^2_f, m, \Lambda_m \) for the GP hyperparameters in output dimension \( m \) and \( k_m \) for the corresponding covariance function.

2.2. Numerical Quadrature

Numerical quadrature approximates the value of an integral
\[
\int_a^b f(x) dx \approx \sum_{i=1}^p w_i f(\xi_i)
\]
given a finite number \( p \) of function evaluations. A widely used class of quadrature rules are interpolatory quadrature rules, which integrate all polynomials up to a certain degree exactly. In this paper, we employ Gaussian quadrature rules, where the evaluation points \( \xi_1, \ldots, \xi_p \) are chosen to be the roots of certain polynomials from orthogonal polynomial families. They achieve the highest accuracy possible for univariate interpolatory formulae (Süli & Mayers, 2003). For multivariate integrals, the quadrature problem is significantly harder. While many formulae for the univariate case can straightforwardly be generalized to multivariate integrals, they often suffer from the curse of dimensionality. However, quadrature methods that scale better and are feasible for up to 20 dimensions have been developed. See (Skrainka & Judd, 2011) for an overview.

3. Stability of GP Mean Dynamics

In this section, we provide a tool to check the stability of a closed-loop control structure with a given differentiable Markovian control policy \( \pi \) and GP mean dynamics. We attempt to find a region of starting points in the state space, such that trajectories starting in this region are guaranteed to converge to the desired point \( x^d \). To obtain this result, we analyze the sensitivity of the GP predictive mean to variations in the input space and derive upper bounds for the distance of the predictions at two different points. This analysis can be used to find a region around \( x^d \), where the next state is closer to \( x^d \) than before. It follows straightforwardly, that the full metric ball of maximal radius which lies completely inside this region is a stability region.

In the following, we will briefly review the notion of stability employed for the analysis, derive an algorithm to find a stability region and, subsequently, prove its correctness.

3.1. Stability Notion

If the system dynamics \( f \) is given by the mean of a GP, the resulting closed-loop structure is deterministic. To assess the quality of a controller \( \pi \), which aims to stabilize the system at the reference point \( x^d \), we propose an algorithm to find a stability region of the closed-loop system.

**Definition 1.** The reference point \( x^d \) is stable, if for every \( \varepsilon > 0 \) there exists \( \delta > 0 \), such that \( \| x^{(t)} - x^d \| < \varepsilon \) for \( t = 1, 2, \ldots \) and \( \| x^{(0)} - x^d \| < \delta \). If \( x^d \) is stable and there exists a \( \delta > 0 \) such that \( \| x^{(t)} - x^d \| \rightarrow 0 \) for \( t \rightarrow \infty \), \( \| x^{(0)} - x^d \| < \delta \), \( x^d \) is asymptotically stable. A subset \( X^c \) of the state space is a stability region, if \( \| x^{(t)} - x^d \| \rightarrow 0 \) as \( t \rightarrow \infty \) for all \( x^{(0)} \in X^c \).

This definition matches Lyapunov’s stability notion, cf. (Khalil, 2014). The algorithm below checks asymptotical stability of \( x^d \) by constructing a stability region \( X^c \).

3.2. Algorithm Sketch

We derive an algorithm, that can find a stability region of a closed-loop control structure with GP mean dynamics. To find a stability region, we analyze how the distance between the current state and the target evolves. The basic idea of the algorithm involves positively invariant sets, i.e., sets that once entered, the system will never leave again (Blanchini, 1999). More precisely, we aim to find all \( x \), such that
\[
\| x^{(t+1)} - x^d \| < \gamma \| x^{(t)} - x^d \|
\]
Algorithm 1 Stability region $X^c$ for GP mean dynamics

1: Construct grid $S$, $S^+ \leftarrow \emptyset$, $X^c \leftarrow \emptyset$
2: for $x^{(0)} \in S$ do
3: Compute upper bound $C \geq \|x^{(1)} - x^d\|$ 
4: if $C < \gamma \|x^{(0)} - x^d\|$ then $S^+ \leftarrow S^+ \cup \{x\}$ 
5: od
6: if $\langle S^+ \rangle_x$ exists then
7: Fit metric ball $B(x^d) \subseteq \langle S^+ \rangle_x$ 
8: $X^c \leftarrow B(x^d)$ 
9: return $X^c$

for $x^{(t)} = x$ and a fixed $\gamma < 1$. Assume there is a region containing $x^d$, where Eq. (2) holds. For all states in this region, the distance to the target point decreases in one time step. If it is possible to fit a full metric ball centered at the target point $x^d$ in this region, then all trajectories starting in the ball will never leave it. In addition, the distance of the current state to the reference point will decrease in every step by at least factor $\gamma$. Thus, it follows from the existence of such a ball, that the target point is asymptotically stable. However, finding a region in closed form, where Eq. (2) holds, is usually intractable. Instead, we follow an algorithmic approach to construct a stability region.

The proposed algorithm finds a region, where Eq. (2) holds, if one exists. It employs an upper bound for $\|x^{(t+1)} - x^d\|$, that depends only on $x^{(t)}$. With this upper bound we can check, whether Eq. (2) holds for a (finite) set of points. However, to find a state space region where Eq. (2) holds, this upper bound must allow for generalization from discrete points. More precisely, we need an upper bound of $\|x^{(t+1)} - x^d\|$ that depends on $x^{(t)}$ smoothly, thus having bounded gradients, and can be handled conveniently. We employ an upper bound derived from sensitivity analysis of the GP mean to variations in the input space. This bound depends on $x^{(t)}$ in a way that can be exploited to compute a finite set of points $S$, e.g., a grid, that is sufficient to consider as follows: For any grid point, we check if Eq. (2) holds, obtaining the set $S^+$ with the grid points, that fulfill Eq. (2) and the rest in $S^-$. Let $\langle S^+ \rangle_x$ be the polygon spanned by the connected component of $S^+$ containing $x^d$. We can choose $S$ such that Eq. (2) holds for all points in $\langle S^+ \rangle_x$, see Figure 3. Algorithm 1 gives an overview, Sec. 3.3 provides technical details and proves correctness of the approach.

3.3. Correctness of the Algorithm

In this section, we elaborate on the computation steps of Algorithm 1 and prove that the returned state space region $X^c$ is a stability region of the closed-loop system in the sense of Definition 1. Fundamental to Algorithm 1 is the upper bound for $\|x^{(t+1)} - x^d\|$, which can be obtained as follows. We denote $\hat{x} := (x, \pi(x))^T$ and recall that $f(\hat{x})$ is the GP predictive mean at $\hat{x}$, see Eq. 1.

Lemma 1. Let $\hat{x}, \hat{x}^d \in \mathbb{R}^{D+F}$ and $B \in \mathbb{R}^{D\times D}$ be a positive definite matrix. The distance of GP predictive means $f(\hat{x})$ and $f(\hat{x}^d)$ in the metrics induced by $B$ is bounded by

$$\|f(\hat{x}) - f(\hat{x}^d)\|_B^2 \leq \langle \hat{x} - \hat{x}^d \rangle^T M(x, x^d, \pi)(\hat{x} - \hat{x}^d)$$

with a symmetric matrix $M$. This matrix can be constructed explicitly and depends on $x, x^d$ and the policy $\pi$.

Proof. This statement is obviously true for $x = x^d$, so let $x \neq x^d$. Evaluating $\|f(\hat{x}) - f(\hat{x}^d)\|_B^2$ as

$$\sum_{m,m'=1}^N \sum_{i,k=1}^N b_{mm'}(k_m(x, \hat{x}) - k_m(x^d, \hat{x}^d))$$

we realize the need for an upper bound of $k_m(x, \hat{x}) - k_m(x^d, \hat{x}^d)$. We integrate the gradient field of $k_m$ along a curve $\tau$ from $\hat{x}^d$ to $\hat{x}$. As this path integral does not depend on the particular curve $\tau$, we may choose $\tau = \tau^{D+F} \ldots \tau^1$ as the curve along the edges of the hypercube defined by $\hat{x}^d$ and $\hat{x}$, i.e., $\tau^{p}(t) = \hat{x}^d$ if $p \leq j - 1$, $\tau^{j}(r) = \hat{x}^d + r(\hat{x}^d - \hat{x}^p)$ with $r \in [0; 1]$ if $p = j$, and $\tau^{p}(t) = \hat{x}^p$ otherwise. This definition yields

$$k_m(x, \hat{x}^d) - k_m(x^d, \hat{x}^d) = \sum_{j=1}^{D+F} \int_{\hat{x}^d}^{\hat{x}^j} \frac{\partial k_m(x, \hat{x})}{\partial x_j} \, dx_j \bigg|_{x=\tau^j}$$

and we compute the partial derivatives as

$$\frac{\partial k_m(x, \hat{x}^d)}{\partial x_j} = -I_{j-j}^{-2}(\hat{x}_j - \hat{x}^d)k_m(x, \hat{x}^d)$$

in all state-action space dimensions $1 \leq j \leq D + F$.

We rewrite the sum in Eq. (3) by substituting equations (4) and (5). To find an upper bound for this sum, we estimate the occurring integrals by the length of the integration interval times an upper or lower mean value (obtained, e.g., via Riemannian upper and lower sum) according to the sign of the respective summand. Sorting the summands by products of integration interval lengths $(\hat{x}_j - \hat{x}^d_j)(\hat{x}_p - \hat{x}^d_p)$, this sum can be rewritten as quadratic form. The entries of $M$ can be chosen to form a symmetric matrix by making $M_{pj} = M_{jp}$ half of the coefficient of $(\hat{x}_j - \hat{x}^d_j)(\hat{x}_p - \hat{x}^d_p)$. □

For any point in the state action space, we can find an upper bound for the distance of its prediction and the target point. Note that this distance estimated by Lemma 1 depends heavily on the eigenvalues of $M(x, x^d, \pi)$. This fact is exploited to compute a grid $S$, which constitutes the first step of Algorithm 1. As $M$ is constructed as a symmetric matrix, the eigenvalue problem is well conditioned, i.e., when $M$ is perturbed, the change in the eigenvalues of $M$ is at most as large as the perturbation.
We are now able to compute a grid we estimate how much the eigenvalues of \( T \) are tractable and only approximations, e.g., via moment matching. If, however, \( GP \) predicts the next state \( x^{t+1} \) given as a full \( GP \) distribution. For any query point \( x \), we exploit Lemma 2 to compute a grid as the first step in Algorithm 1. Employing Lemma 1, the algorithm checks for all points in \( S \), whether Eq. (2) holds, obtaining the sets \( S^c \) and \( S^+ \), respectively. Lemma 2 ensures that Eq. (2) also holds for all points inside the polygon \( (S^+)^{x,d} \). For every point in \( (S^+)^{x,d} \), the next state is closer to the target point \( x^d \). Fitting a full metric ball \( B(x^d) \) in \( (S^+)^{x,d} \), we recover an invariant set \( X^c \). More precisely, the trajectories starting in \( X^c \) move closer to \( x^d \) with every time step.

4. Stochastic Stability of GP Dynamics

In this section, we study closed-loop systems with dynamics given as a full GP distribution. For any query point \( x^{(t)} \) a GP predicts the next state \( x^{(t+1)} \) to be normally distributed. If, however, \( x^{(t)} \) is not a point, but a distribution, the integral

\[
p(x^{(t+1)}) = \int_{\mathbb{R}^D} p(x^{(t+1)} \mid x^{(t)}) p(x^{(t)}) dx^{(t)}
\]

(6)
determines the next state distribution. Note that \( p(x^{(t+1)} \mid x^{(t)}) \) is Gaussian with respect to \( x^{(t+1)} \). The next state distribution \( p(x^{(t+1)}) \), however, is not Gaussian, even if \( p(x^{(t)}) \) is. Generally, \( p(x^{(t+1)}) \) is analytically intractable and only approximations, e.g., via moment matching (Quiñonero-Candela et al., 2003) or linearization (Ko & Fox, 2008), can be computed. These methods suffer from severe inaccuracies in many cases and, thus, are unsuitable for stability analysis. In this paper, we propose numerical quadrature to approximate \( p(x^{(t+1)}) \), instead. This technique yields significantly better results, e.g., it can handle distributions with multiple modes. In addition, error analysis is readily available (Wasowicz, 2006; Masjed-Jamei, 2014) and can be employed to derive stability guarantees.

In the following, we will discuss finite time stochastic stability, introduce an algorithm to find a stability region based on numerical quadrature, and prove its correctness.

4.1. Stability Notion

Consider a deterministic system, that is locally, but not globally asymptotically stable. Adding noise to the system may render the target point unstable. Especially when noise is unbounded (e.g., Gaussian), all trajectories will eventually leave any ball around the target point with probability 1. For this reason, in the study of SDEs, other stability notions than Lyapunov’s are common. In particular, bounding the probability to drift away from the target over a finite time \( T \) is desirable, as in the following definition (Kushner, 1966).

DEFINITION 2. Let \( Q_1, Q_2 \) be subsets of the state space \( X \), with \( Q_2 \) open and \( Q_1 \subset Q_2 \subset X \). The system is finite time stable with respect to \( Q_1, Q_2, 1 - \lambda, T \), if \( x^{(0)} \in Q_1 \) implies \( P\{x^{(t)} \in Q_2 \} \geq 1 - \lambda \) for all \( t \leq T \).

However, we are interested in finding a set \( Q_s \) of initial conditions, such that the goal \( Q \) is reached within time \( T \) with a desired probability, cf. (Steinhardt & Tedrake, 2012).

DEFINITION 3. The set \( Q_s \) is a stability region with respect to the target region \( Q \), time horizon \( T \), success probability \( 1 - \lambda \), if \( P\{x^{(T)} \in Q \} \geq 1 - \lambda \) holds for all \( x^{(0)} \in Q_s \) with \( \lambda > 0 \) and the target region \( Q \subset X \).

This definition focuses on reaching a target \( Q \) after time \( T \), whereas Definition 2 bounds the exit probability from a region \( Q_2 \) within time \( 0 \leq t \leq T \). The methods proposed in this paper can be employed to analyze stability in the sense of both definitions. In the following, we will present an algorithm to find a stability region according to Definition 3.

4.2. Algorithm Sketch

We will now discuss how to find a stability region as in Definition 3 for a closed-loop system with GP dynamics. To analyze system behavior, the capability to compute next state distributions is crucial. As discussed previously, Eq. (6) is analytically intractable and approximation methods must be employed. We propose numerical quadrature to approximately propagate distributions. We will show that numerical quadrature approximates state distributions as Gaussian.
With numerical quadrature and quadrature error analysis, we can compute a lower bound for the success probability, i.e., the probability for $x^{(T)}$ to be in the target set $Q$. A priori, this enables checking success probabilities for a finite set of points. Fortunately, as in the case of GP mean dynamics, the statement can be generalized to continuous regions. Our algorithm constructs a grid in the state space and computes success probabilities for all grid points. We prove that a stability region can be inferred from these grid point results.

In the following, we elaborate on numerical quadrature as approximate inference method and, studying quadrature error propagation, prove the correctness of the proposed approach. The presented tool is outlined in Algorithm 2.

### 4.2.1. Numerical Quadrature

In most applications, especially when the states have physical interpretations, the state space is bounded. For this reason, we assume $X = [a_1, b_1] \times \cdots \times [a_D, b_D]$ and solve

$$F[p(x(t))] := \int_X p(x^{(t+1)} | x^{(t)})p(x^{(t)})dx^{(t)}. \quad (7)$$

We propose Gaussian product integration, which extends univariate Gaussian quadrature to a multivariate rule using a product grid $X$ of evaluation points and positive weights $w_n$ for all nodes $\xi^n \in X$. Integral (7) is then approximated by

$$F[p(x^{(t)})] \approx \sum_{\xi^n \in X} w_n p(x^{(t+1)} | x^{(t)} = \xi^n)p(x^{(t)} = \xi^n), \quad (8)$$

resulting in a weighted sum of Gaussian distributions. The approximate state distribution at time $t+1$ can be given by

$$p(x^{(t+1)}) \approx \phi^T \alpha^{(t+1)} \quad (9)$$

with $\alpha_n^{(t+1)} := w_n p(x^{(t)} = \xi^n), \phi_n(x) := p(x^{(t+1)} = x | x^{(t)} = \xi^n).$ Note that the Gaussian basis functions $\phi_n(x)$ do not change over time, so the state distribution at time $t$ is represented by the weight vector $\alpha^{(t)}$. To propagate any distribution multiple steps through the GP, the basis functions $\phi_n$ must be calculated only once and the task reduces to sequential updates of the weight vector $\alpha$. As $p(x^{(t)}) \approx \phi^T \alpha^{(t)}$, the weight vector $\alpha^{(t+1)}$ is given by

$$\alpha^{(t+1)} = \text{diag}(w) \Phi \Phi^T \alpha^{(t)} = \text{diag}(w) \Phi^T \alpha^{(t)}$$

with the matrix $\Phi$, $\Phi_{i,j} = \phi_j(\xi^i)$ with $1 \leq i, j \leq n$, which contains the basis function values at all grid points.

Our algorithm aims to find a stability region $Q_s$, i.e., a region where the success probability is at least $1 - \lambda$ for a given time horizon $T$, target region $Q$, and $\lambda > 0$. Computing $m = \int_{Q} \phi(x)dx$, the probability for $x^{(T)}$ to be in $Q$ is approximately $m^T \alpha^{(T)}$.

### 4.3. Correctness of the Algorithm

We will now show that the region returned by Algorithm 2 is a stability region as in Definition 3. In Section 4.2.1 we proposed numerical quadrature to approximate GP predictions when the input is a distribution. However, to obtain stability guarantees it is not sufficient to consider approximate solutions. For a lower bound on the success probability, additional knowledge about the approximation error and how it is propagated through the dynamics GP is essential. When approximate inference steps are cascaded for multi-step-ahead predictions, errors are introduced and propagated through the dynamics. Typically, error propagation fortifies initial errors with every time step. The difference of approximation and true distribution after a finite time is bounded. Fortunately, numerical quadrature allows to control this error bound by refining the used quadrature rule.

**Lemma 3.** Let $x^{(0)} \in X$ and $\varepsilon_T$ be the pointwise approximation error $\varepsilon_T(x) = p(x^{(T)} = x) - \phi(x)^T \alpha^{(T)}$ at time $T$. There exists an upper bound for $\|\varepsilon_T\|_{c(X)}$ that can be controlled by the choice of quadrature rule.

**Proof.** The statement obviously holds for $T=0$ and for $T=1$, as $p(x^{(1)})$ is Gaussian and computed exactly. If $T \geq 2$, an error is introduced as $p(x^{(0)})$ cannot be computed analytically for $t \geq 2$. Employing numerical quadrature to compute $p(x^{(2)})$, we obtain $p(x^{(2)}) = \phi^T \alpha^{(2)} + \epsilon_2$ with our approximation $\phi^T \alpha^{(2)}$ and the unknown initial quadrature error $\epsilon_2(x)$. However, error analysis as in (Masjed-Jamei, 2014) gives us a bound for $\|\epsilon_2\|_{c(X)} := \max_{x \in X} \|\epsilon_2(x)\|$. When propagating further, an unknown, bounded error term and an approximation term must be handled. For the approximation term, we get $F[\phi^T \alpha^{(t)}] = \phi^T \alpha^{(t+1)} + \varepsilon_T \alpha^{(t)}$.
with quadrature error bounds \(\epsilon = (\epsilon_t(x))\), for the integrals \((7)\), when setting \(p(x^{(t)}) = \phi_t\). The error term \(\epsilon_t(x)\) is propagated to \(F[\epsilon_t]\) with \(\max_{x \in X} |F[\epsilon_t]| \leq C\|\epsilon_t\|_{C(X)}\) and \(C = \max_{x \in X} |p(x^{(t)} + x)|\). Finally, the error at time \(T\) is bounded by \(\|\epsilon\|_{C(X)} \leq \|\epsilon\|\|\alpha^{T-1}\| + \sum_{t=2}^{T-1} C^t\|\epsilon\|\|\alpha^{T-t}\| + \|C^{T-1}\|\). Here, \(\epsilon\) and \(\epsilon_2\) can be made arbitrarily small by refining the quadrature rule.

Lemma 3 theoretically enables stability guarantees for finite time horizons \(T\). However, as with any approximation of the distribution \((7)\), this error bound grows exponentially with \(T\), while quadrature error decreases polynomially with function evaluations. This drawback limits real-word application of Lemma 3 to small \(T\), but we found that typically, approximation behaves far better than the worst-case bound.

For any starting point, we can now compute the approximate state distribution at time \(T\) and a lower bound on the success probability, i.e., the probability for \(x^{(T)}\) to be in the target region \(Q\). It remains to show that it is sufficient to compute the success probability for a discrete set of starting states and generalize to the underlying continuous state space region.

**Lemma 4.** Let \(x, z \in \mathbb{R}^D\) be starting states and \(T \in \mathbb{N}\). If \(P\{x^{(T)} \in Q\} \geq 1 - \lambda\), there exist \(\Delta_j\) such that \(P\{x^{(T)} \in Q\} \geq 1 - \lambda\) for all \(z\) with \(|z_j - x_j| < \Delta_j, 1 \leq j \leq D\).

**Proof.** Firstly, we note that the absolute error bound does not depend on the starting state. The state distribution \(p(x^{(1)})\) is the GP prediction at the query point \(x^{(0)}\). Thus, for \(T = 1\) the claim follows from Lemma 2. When \(t \geq 2\), only an approximation of the state distribution is known. The mixture model weights at time \(t = 2\) depend only on the values of \(p(x^{(1)})\) at the set of evaluation points \(X\). Thus, the lemma follows for \(T = 2\). If \(t > 2\), the difference of the approximate distributions for the starting points \(x\) and \(z\) is

\[\phi_t'((\alpha_x^{(t)} - \alpha_z^{(t)}) = \phi_t'((\text{diag}(w)\phi)'^{-1}z; (\alpha_x^{(t)} - \alpha_z^{(t)})).\]

Thus, the difference in approximate probability mass is linear in \((\alpha_x^{(t)} - \alpha_z^{(t)}). This fact concludes the proof.

**5. Empirical Evaluation**

In this section, we evaluate the previously obtained theoretical stability results on two benchmark tasks: mountain car and inverted pendulum. Moreover, the performance of the proposed uncertainty propagation is compared to the state-of-the-art moment matching approach and Monte Carlo sampling. First, we briefly introduce the two test-beds.

**Mountain Car** A car with limited engine power has to reach a desired point in the mountainscape (Sutton & Barto, 1998). The state space has two dimensions: position and velocity of the car. We analyze stability of a PD-controller \(\pi((x, \dot{x})') = K_p x + K_d \dot{x}\). The gains are chosen as \(K_p = 25\) and \(K_d = 1\) and the control signal is limited to \(u_{max} = 4\). The GP dynamics model was trained on 250 data points from rollouts with random starting points and control gains.

**Inverted Pendulum** The goal is to bring the pendulum to an upright position with limited torque (see (Doya, 2000)) and balance it there. The system state has two dimensions: pendulum angle and velocity. We evaluate stability of a PD-controller with \(K_p = 6\), \(K_d = 3\) and control limit \(u_{max} = 1.2\). The dynamics GP was trained on 200 points from rollouts with random starting points and control gains.
To evaluate the presented theory on stability of the closed-loop systems, we introduce small Gaussian uncertainty matching (MM) method and Monte Carlo (MC). Consider the following scenario: in the mountain car domain, we employ a constant control signal, that is too small to bring the car up directly. We compute rollouts, propagating state distributions through the GP with (i) the presented numerical quadrature (NQ), (ii) MM as in (Deisenroth, 2010), and (iii) MC. The resulting distributions for a time horizon of 1.2s are shown in Figure 5. The MM approximation differs significantly from MC and NQ results, concentrating most of the probability mass, where the MC approximation has very low probability density. The NQ result closely matches the distribution obtained with MC.

5.3. Stability of Gaussian Process Dynamics

Employing numerical quadrature, we determine stability regions for the two test-beds and a time horizon of 100s. As Figure 6 shows, the obtained stability regions match the empirical MC results. The error bound from Lemma 3 demands for extremely fine quadrature rules. For long time horizons, as in our experiments, this requirement is computationally infeasible. However, we found that the real-world results are substantially better than this worst-case bound. We also experienced computation time (≈ 120s) for NQ to be a fraction of the time required for long time MC predictions. Of course, this will not hold for systems with many state dimensions and our particular setup of product quadrature rules, as these rules suffer from the curse of dimensionality. However, there are various approaches to overcome this drawback of NQ (Heiss & Winschel, 2008; Novak & Ritter, 1996; Xiao & Gimbutas, 2010; Ryu & Boyd, 2015) and our analysis holds for arbitrary quadrature rules.

6. Conclusion

In this paper, we have analyzed stability of controllers, that act on Gaussian process forward models. We have derived a tool to find stability regions for two possible types of system dynamics: (i) the mean and (ii) the full GP predictive distribution. In the first case, we have constructed a stability region, i.e., trajectories starting inside this region are guaranteed to converge to the target point and stay there for all times. The theoretical result has been compared to the empirically obtained stability region on two benchmark problems. In the second case, a novel approach based on numerical quadrature has been introduced to approximately propagate uncertainties through a GP. In contrast to other state-of-the-art methods, our approach can model complex distributions with multiple modes. Evaluation results closely match the true distribution approximated by extensive sampling. The introduced approximate inference method has been used to derive finite-time stability guarantees based on quadrature error analysis. Empirical Monte Carlo results confirm our theoretical results on the two benchmark problems. Overall, the proposed methods can provide stability guarantees for many existing learning control approaches based on GPs.
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